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Abstract: Presently, there is a high growth of power demand, and to minimize the air pollution by the conventional power 
plants, it is required to enforce the renewable power to the existing conventional grids. The non linearity and erratic nature of 
PV power generation creates a great challenge in the interconnection and grid management. To install further solar plants of 
large capacity, the prediction of PV power is extremely required. To overcome this challenge, many machine learning 
techniques has been successfully implemented for short/long term forecasting of the PV power. Among all the methods, 
Extreme learning machine (ELM) is one of the few victorious methodologies’ in machine learning approaches. One of the 
key potencies, of ELM, for which it is appreciated, is a low computational effort required for training recent data. In ELM 
algorithm, the numbers of hidden and output layer nodes are arbitrarily selected and are rationally decided too. Further the 
conventional ELM does not perform satisfactorily in some complicated problems or in case of big data. Thus in this work we 
have investigated the pruned-ELM (P-ELM) approach as a methodical and programmed approach for developing a 
forecasting model to predict PV power generation on short term horizon. P-ELM shows statistical ways to compute the 
significance of inner nodes. We start from an initial large number of inner nodes, and then inappropriate nodes are pruned by 
taking into account the appropriateness to the forecasting problem. In order to increase the performance of the P-ELM the 
weights of input layer also are optimized by couple based PSO algorithm.  

Keywords PV power, Machine Learning, ELM, P-ELM, PSO, CPSO 

1. Introduction 

Usage of renewable energy initiatives like wind and 
photovoltaic power is an unbeaten way to reduce 
environment pollution caused by the use of fossil fuel 
resources, in the conventional power generation methods. 
Solar rays is the most abundant renewable power source on 
the earth exceeding all other energy sources like geothermal, 
hydro power, wave and tide, biomass and wind. Within a few 
years, power generation from sun rays has quickly improved 
as it extends a spirited solution for a sustainable production 
of electrical power [1-2,23,29]. For illustration, the 
production facility of solar energy goes up to 40 Giga Watt 
in the USA after setting up of 15 Giga Watts of solar power 
facilities in the year 2016. It is expected that the total PV 
capacity may extend by three times of the present generation 
over next five years. In India growth of solar 
power installation is reasonably fast. The installation was 
2650 MW in May 2014, reached 20 GW in Jan 2018 and 26 

GW as of 30 September 2018. Solar power production is too 
increasing worldwide and as per the global solar installation 
the 300 Giga Watt ability had approached in 2016 and the 
entire worldwide installation of solar plants  is likely to reach 
700 Giga Watt in 2021 [3-4].  

Solar power production for the electricity grids has many 
restrictions since the solar power production is time reliant 
and irregular in nature. ‘Predict and control’, ‘big battery’, 
and ‘answer to the need’ are the three ways that can be used 
to overcome these difficulties. In spite of the growth in 
‘secondary cell’ and other power backup technologies, very 
large amount power backup is still not feasible due to 
monetary and ecological restrictions [5]. Conventionally, PV 
power forecasting, called point forecast, has limited value of 
each forecasting result. The training phase of point forecast 
must be repetitive for the variation of price function. This 
can be computed all-inclusive, as the learning phase 
normally requires rigorous privilege of a big set of data. 
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Nevertheless in probabilistic predictions, the learning phase 
is independent of price function and the change of price 
function only influences the decision-making at a future 
stage. Regarding the restrictions of point predictions, 
fortunately a few recent publications [31] show many 
probabilistic prediction methods for solar power emission. 
For example [6], suggests a Bayesian method to guesstimate 
parameters of the extrapolative distribution, which is 
supposed to be a modified Gamma distribution. 

The efficiency of point forecast is normally tested by some 
standard error functions, like root mean square error 
(RMSE), mean absolute error (MAE) and mean absolute 
percentage error (MAPE). A lot of scientists have projected 
ways to point forecast the calculation of solar power 
emission in the next time interval using different machine 
learning techniques. The ANN is used for solar power 
forecasting, fuzzy systems are used in many research cases 
for the same purpose. The ARMA and ARIMA methods are 
well accepted in solar power prediction however they have 
the demerits like incapability of computing the highly 
fluctuating and non linear data. To overcome the mentioned 
difficulties other forecasting models like back propagation 
neural net (BPNN) has been designed [7-11].   

 Recently a novel and powerful learning method called the 
extreme learning machine (ELM) has been verified by many 
researchers in the field of solar power forecasting [12-13,30]. 
This is a neural network with input and output layers and one 
hidden layer with arbitrarily selected input weights. The 
proper selection of weights improves the performance of 
ELM which affects the forecasted output and stability of the 
system. Here in this work, the empirical mode decomposition 
(EMD) is in practice where the signal is divided into various 
components known as IMFs which increases stability. The 
generation of IMFs are given in the figure-3.  

Further to increase the effectiveness, ELM is modified to an 
improved version known as pruned extreme learning 
machine (P-ELM), which is applied for PV power 
forecasting.  A number of nature inspired optimization 
algorithms have gained more attention in the last few years. 
Various other nature inspired algorithms developed are cat 
swarm optimization, artificial bee colony, cuckoo search 
algorithm, fire-fly algorithm, social insect behaviour, grey 
wolf search algorithm, particle swarm optimization  etc., 
which have been  implemented for forecasting of various 
quantities[14-20].  

In this work the random weights of P-ELM are optimized by 
a new technique known as couple based particle swarm 
optimization (CPSO). Unlike other optimization algorithms, 
CPSO consists of less number of parameters and can easily 
be applied to upgrade the weights and increase the stability 
of the systems [21-28]. 

The rest part of the paper is organized as follows. Section-2 
shows the choice of data. Section-3 explains Empirical Mode 
Decomposition. Section-4 explains ELM and modified ELM 
techniques and its mathematical modeling. This section also 
explains PSO and CPSO. The optimization of ELM weight is 
done by the pruning through CPSO algorithm, which is 

discussed in section-5. Simulation results of different 
methods are explained in section-6. Conclusion and future 
scopes are discussed in section–7. 
 
2.    Choice of Data 

     The data collection has been done and it is of critical 
importance before the application of forecasting methods. 
The past data in the form of a time series like solar output 
power are composed from a working PV power plant situated 
at Bhubaneswar, Odisha, India. (The details is as indicated in 
table-1 given below) and decomposed by EMD and then 
applied to the forecasting model. 
 
Table 1: Location of the plant 

S. No. Component Data 

1. Cell category Polycrystalline 

2. Array Total Capacity 11.2 kW 

3. Latitude 20o25’ 

4. Longitude 85o80’ 

5. Area of Array  106.25m2 

 
1. For valid use, horizons to be chosen are changed, which 

depends on the need for judgment building requirements. 
The entire data set is divided in to two parts such as 80% for 
training and 20% for testing data. 

2.1   Standardization of the Model:	

In prediction, it is important and compulsory that the 
projected model be approved; to predict accurately we use 
several methods in our favor. Prediction modeling process is 
illustrated in the following block diagram. 

 

Fig.1: Prediction Method in A Block Diagram 

3.      Signal Splitting via EMD 
 
Empirical Mode Decomposition is a method in which a 
signal divides into multiple component signals called 
Intrinsic Mode Functions (IMFs) [5-7]. By breaking down 
the signal, forecast model becomes more functional and 
stable. However the performance of the model increases by 
signal putrefaction and prediction accuracy is very high. The 
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model asserts that the following expression can describe any 
fraction of the fresh string of signals. 
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are IMFs and remainder of the signal respectively. 

The EMD is an iterative process for signal decomposition, 
and the decomposed signal is has a range of amplitudes and 

frequencies. 
The component creation agrees to the conditions that the 
number of maxima or minima is either same with the number 
of zero crossings or their difference is one, in the entire data 
set. The other condition is that their average must be zero on 
envelop. 

The 1st term of IMF is described by,  

)()()( 11 ttstimf η−=                                                            (2) 

When s(t) is divided into many IMFs imf1 is the first term. If 
it is not then it is to be measured as the signal itself and split 
frequently. KIMF1 is taken to be an IMF and is given as 

11 kimf=ρ                                                                   (3) 
This term (ρ1) is subtracted from s(t) by taking  
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R is residue of the given signal and other IMFs are 
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  Then                                                                                                                                                                                                                                                                                                
)()()( ttt nn ηρλ =−                                                                                                                                                              

Equation (4) and (5) are the altered version of equation(1) 
 
The terminating state for this uneven procedure was 
recommended by Huag et.al, a normalized squared variation 
among the two consecutive changing operations is essential. 
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The changing method is ended by any pre considered criteria, 
by adding all the IMFs and the ending residue the signal 
( )tsn  can be restated as 
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4.     Extreme Learning Machine (ELM): 
 
ELM is a newly developed machine learning algorithm 
which deals upon the idea of a feed forward neural 
network having one hidden layer (SLFN). ELM can be 
made to learn with no iterations. The construction of 
ELM is as a graph of ‘ d ’ input nodes, called input layer 
and ‘ h ’ hidden nodes, known as hidden layer and one or 
many output nodes, known as output layer. Space 

measurement units are linked with each input node, 
which are fully associated with ‘h’ hidden neurons by 
weights jw  chosen arbitrarily and set of biases  jb   

chosen randomly. ‘G ’ is the   universal nonlinear 
activation function. One can convey the hidden neurons 
activation matrix A  for the entire training  

 

 

 

 

 

 

 

 

Fig.2: Structure of neural network. 
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Where ip  and iq  are the required hidden node learning 
factors  

iβ is the weight vector between ith and output node. 

and  ),,( iii pxqG    is the result of the  thi  concealed node  
with respect  to x. 

For additional  hidden nodes with threshold activation 
function ),;(,:)( ii qpxGRRxg →  given by 

,),(),;( RpqxpgqpxG iiiii ∈+=   where ip is the weight 
vector  between  thi  hidden and output node, iq  may be 
treated as  bias, and xpi * is   inner product of vectors ‘pi’ 
and’ x’ in 

nR .  For  RBF the Gaussian triangular activation 
function is given by 

+∈−= RqpxqgqpxG iiiii ),(),;(        (8)  

Here ic  and ia  are the centre and impact factor of thi RBF 

node. +R  Denotes the set of all positive real values.  For N 
different samples ( ) mn

kk RRtx ×∈, . If a SLFN with N~  
hidden layer estimated these N samples with zero error, then 
it indicates the existence of iii qp ,,β  satisfying the 
following condition.If N  is the number of hidden nodes and 

)(xφ is the activation function then SLFN can 
mathematically be defined as: 
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Where   Nj ,.......3,2,1= , ......,, 321 iiii wwww = = input weight 

matrix. ( )Tmo WWWWW .........,, 321=  is the output weight  
matrix. ix  is the input sample. 
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If H  is the hidden layer output matrix, mT  is the target 
matrix and  φ  is the activation function then 

mo THW =  

The input weight is randomly calculated and then the output 
can be written as  

m
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The flow chart of PV power forecasting using EMD-ELM is 
given by  

Solar power train 
raw data

Preprocess & 
normalize

Empirical mode 
decomposition

IMF1IMFnresidue IMF2

Initial SLFN state 
with ELM algorithm

Solar power test 
raw data

Trained SLFN 
model

result
 

Fig.3:  Prediction process based on EMD-ELM. 

4.1       Particle Swarm Optimization: 
 

PSO is a swarm intellect algorithm which considers the food 
search process of birds. Each element in PSO is a bird in a 
flock of birds searching for food. They possess the data of 
the position of each element and its velocity, and the 
elements can be made to learn from both of their own best 
positional data (pbest) and the global best positional data 
(gbest), in order to bring up to date its searching orientation 
and space. PSO is an iterative process. After some iterative 
loops PSO starts converging and reaches at the optimum 
result. The process is calculated as the following. 
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Here k
ix and k

iv  are the position and velocity of thi element 
for thk  iterative step. bestp  is the thi  elements individual  
location, and bestg is the universal best location in the whole 
swarm of particles in the search space. 

 Furthermore, ω is the inertia weight feature, which affects 
the performance search techniques. 1c  is the cognitive and 

2c  is the social factor whose value controls the search 
progress. 1r and 2r  are consistently scattered arbitrary 
numbers in [0,1], which resolve the algorithm randomness. 
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4.1.1.    Global version  
 

PSO is an evolutionary algorithm which operates with swarm 
based on swarm smartness, and works on foraging attitude of 
birds. In real time a bird is represented by individual particle 
in PSO algorithm. Each element acquires position and 
quickness (velocity) information, and made to learn from its 
local best positional data as well as global best positional 
data in order to bring up to date the search position and 
directional information. After a number of iterative steps in 
the search, the PSO algorithm tapers to a conclusion giving 
consequent solutions. This method can be formulated 
mathematically as follows. 
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Where k
ip  and k

ivel  are the position and velocity of 

thi particle in thk  iterative step. 

J =inertia weight factor. 

bestiP = best location of thi  particle in the search space. 

bestig = global best position in the search space 

21,randrand = Two set of random numbers in the range of 
[0, 1] 

=1λ Cognitive factor     2λ = social factor 

4.1.2 Local version of PSO 
There are two versions of PSO such as global or standard 
PSO and its local version as mentioned below. 
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In the local version of PSO the individual particles gets 
identified by its close vicinity and bestl  is replaced by bestg . 
In this PSO the sub-groups of particles are formed. 

 

 

 

4.1.3.   Couple-based PSO Algorithm (CPSO) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4: Flow chart of Coupled based particle Swarm 
Optimization technique 

By setting m (number of particles in a sub-group) =2, and r 
(regrouping period) =10 in the above equation (while 
simulating) the outcome was very poor. It is not sufficient to 
make a precious search of swarm with a concerto of only 
with a couple of particles, but merely towards a ‘searching 
swarm’ division. When distinguished ‘searching swarm’ no 
longer exists the m=2 and r=1 is to be set. It is observed there 
is a comfortable data exchange among elements amongst all 
possibilities of m and r. In the intervening time the 
communication among two elements becomes the centre of 
attention, while ignoring the master–slave formation in the 
sub-group. As per the exceptionality of m= 2, the element 
couple is reorganized. However based on the element couple, 
the name of optimization technique is Couple based PSO 
(CPSO). A flowchart and the improvements of CPSO are 
given as above. 

4.1.4.     Dynamic couples of elements 
Consider the process of formation of active sub groups as 
explained earlier. A group of n elements (even) is randomly 
divided to n/2 couples. The n/2 couples are regrouped 
arbitrarily during each iteration. That is particles match each 
other arbitrarily in each iterative step. The regrouping 
method is explained in following figure. 

Start	

Set	initial	population,	iteration	1	

Fitness	values	are	evaluated	and	the	
best	value	is	updated	

Generate	particle	coupling,	
arbitrarily,1st	Improvement	

Update	population	in	each	couple	
using	improvement	2	and	3	

Iteration	=	iteration	+	1	

If	iteration	>	setting	

No	

Yes	

Stop	
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Fig.5: Flow chart of Coupling of particles in CPSO 

4.2.     Intersectional learning strategy 
This is a modified learning method proposed in CPSO. The 
bestp value of one particle is matched with other particle of in 

the couple. Assuming bestpoflowestp =1 and the second 
best value be 2p , the training approach of the couple of 
particles is stated as follows. 
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Here bestcall calculates the best position which assigns 
different values for 1p and 2p . 

 For, 1p , 1bestpcall  equals the bestp of 2p  for 2p , 
2pbestcall  

equals bestcall  of p1 in the last iterative step. Additionally, 
the initial value of bestcall is the bestp of the element. It is 
explicable that 1p  trains starting bestp  to the enhanced 

pbestf  owner 2p and 1p finds out from bestl  in the vicinity. 

For 2p , the improved element, the condition is rather 
changed. Despite of p1 be the inferior or superior element in 
the final step, bestcall  of 1p  always forms useful data. In 
some detail, in the last iterative step, if 1p  is the poorer 

element, it trains from the improved one, and bestcall  of 1p  
visualizes the efficient one in sequence. If 1p   is the better 
element, it traces towards the back once more until 1p  is 
found to be the inferior particle and its equivalent 

bestcall visualizes helpful data as well. Hence, bestcall  of 

1p  in the last iterative step is decided to be the training 

object of 2p  .It is evident that the new learning scheme can 
repeatedly expose helpful data existing in probing the past. 
By using this data, individuals widen their training horizons 
so that the inhabitant’s variety can be improved. There exists 
the difficulty that this type of data may be obsolete in some 
possibility. Since it (data) has been generated by proceeding 
through iterative steps and reorganized during development, 
this drawback has the potential to downgrade the overly 

rapid evolutionary tempo. This data generation helps in 
maintaining the inhabitants range.  

5.        Pruned-Extreme Learning Machine (P-ELM) 
 

In the proposed P-ELM we identify the degree of 
significance among the hidden nodes and the levels of some 
statistical measure. Then the nodes with less significance 
may be taken out without affecting the generalization 
property of the network. The dimension of initial network 
with N~ hidden nodes is assigned as per the basic ELM 
methodology, the hidden node parameters 
( ) Niwhereml ii

~................3,2,1, − are assigned 
indiscriminately. Depending on the parameters of the hidden 
node responses matrix ‘H’ is evaluated. From the training 
data and hidden node response, the statistical consequence of 
hidden nodes is recognized. Here we explore two statistical 
criteria, such as the Chi-squared (w2)  and information gain 
(IG) process, for informative the statistical relevance of the 
hidden nodes in arriving at the proper levels.  

The chi squared method model is given by  
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Individual hidden node ih  has d number of discrete bins and 
r number of class labels has been attached. 

ijA is the cardinality. ljE is the expected cardinality of 

ijA .Based on 2χ determine, the hidden nodes are arranged in 

downward order. For larger value of 2χ better relevance of 
the hidden node. 

5.1. P-ELM Algorithm 
First of all   a training set data is collected  

{ }nkkk Rztz ∈= /),(ψ                                                (20) 

Activation function of the data training is considered to be 
g . 

Step-1: An Preliminary well-built hidden node size than 
essential, is N~  and a significance threshold base 

)................,,( 321 pφφφφφ =                                          (21) 
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Then training set is separated into two individual subsets for 
learning and confirmation.  

Step-2: the hidden node variables such as ii ac ,  are assigned 

arbitrarily. Where Ni ~,......3,2,1= , 

Step-3: The hidden layer output matrix H  is to be 
computed using learning subsets. 

Step.4: The numerical significance for the hidden nodes is 
investigated using 2χ  and they must shorted out in 
descending order.  

Step.5: For every consequence 
threshold )................,,( 321 pφφφφφ =

                         (22) 

Recognize the subset of critical unseen nodes hN , that 

convince the consequence threshold iφ   and decide the 

justification precision io ,using the rationale subset, and 
using the expression, 
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valN  is the amount of confirmation data. 

( ) valii No *1−=θ  is the validation organization error. 

Step.6: Select  hN  as per min (aic). 

Step.7: Re-train network hN with the entire training set.  

Compute the hidden layer output matrix H. Also find the 
output weight TH )( ʹ=× ∗∗∗ ββ  

Step.8: Estimate the recital of ∗
hN  on unobserved testing 

data set. 

 

5.2.   Data Pre-processing 
One year historical data is collected for prediction purpose 
and Figure shows 3000 samples of data collected over 
periods of 15 min and 30 minutes respectively. Out of the 
entire time series data 80% of the data are for training 
purpose and 20% is for testing purpose. For numerical 
computation the entire data is originally normalized and 
scaled between 0 and 1 using equation (20), to enhance the 
training speed and to avoid the calculation overflow.  

minmax
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NN
NNN
−
−

=ʹ                                            (24)   

N ʹ is the entire data in normalized form. 

 N is entirety data 
minN and

maxN  are the least and 

utmost generated solar power values in the entire data set, to 
be forecasted. The solar power data is initially processed 
with the help of EMD method by splitting the power series 
into several independent modes known as IMFs in the case 
of EMD with a single residue value. The terminating 
condition for EMD is obtained when the residue reaches the 
pure value. Two case studies have been performed with two 
time horizons which include very short term data resolution 
of 15 min time interval, short term data resolution of half an 
hour time interval. 

5.3.    Performance Evaluation 
The presentation of predictable methodology is evaluated by 
forecasting solar power for short term periods that is for 15 
and 30 minutes.  The metrics calculated were Mean Absolute 
Error (MAE), Root Mean Squared Error (RMSE) and 
correlation coefficient (CC2), to measure the accuracy. 
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6.          Result Analysis 
 

One year data of a real time solar plant in Bhubaneswar, 
India (mentioned in table-1) for the year 2010 were used for 
testing the proposed model, in this experiment the whole data 
set was divided into three different weather types. The winter 
season ranging from the month of November-March, the 
spring season ranges from the month of April to July, 
followed by summer season from the month of August to 
October. The data was decomposed by EMD before entering 
to ELM algorithm in order to reduce the forecasting error. 
The data is trained by ELM in first step and then P-ELM is 
applied to the same plant data. The results depicts that the P-
ELM shows better performance than the other algorithms. 
Further the couple based PSO techniques are used to 
optimize the weights, so that the performance of CPSO-
PELM is superior to ELM, and EMD- ELM. 
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                        Figure.6 : Convergence of CPSO. 

Case-1: Solar Power Prediction for 15 Minutes Horizon: 

In this case the data are collected in 2010 and the entire data 
set is arranged in each 15 minutes time interval. Then the 
data set is computed though Empirical Mode decomposition 
Process (EMD) for decomposition. The output of EMD is 
IMFs i.e; decomposed data transferred to the ELM. The 
performance of EMD-ELM as compared to original data and 
ELM are shown in figures. The mean absolute percentage 
error (MAPE), root mean square error and mean absolute 
error (RMSE) and mean absolute error (MAE) by ELM  are 
5.115% and the  5.231% and 4.381% respectively. The errors 
computed by EMD-ELM are 3.8512%, 4.165% and 3.672%, 
respectively. Further the use of the P-ELM provides the 
smaller errors like MAPE= 3.351%, RMSE=3.912% and 
MAE= 3.121%. Also the respective errors for EMD-PELM 
are given by 3.002%, 3.243% and 2.942%. But by proper 
selection of input weights of the extreme learning machine, 
one can minimize the forecasting errors. Thus weights are 
optimized by couple based particle swarm algorithm and then 
computed. The respective errors are 2.862%, 3.031% and 
2.468%, as shown in the following figures. 

 

 

                 Fig.7: Original data with 15 minute interval  

																						 

	

Fig.9:  Performance of ELM in 15 minute prediction 

 

	

 

Fig.10:  Performance of  EMD-ELM in 15 minute prediction 
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Fig.8: IMFs of the data with EMD in 15 minutes time 
interval 

 

 

Fig.11:  Performance of  P-ELM in 15 minute prediction. 

 

Fig.12:Performance of EMD- P-ELM in 15 minute     
prediction. 
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Fig.13:Performance comparison between ELM and PELM in 
15 minute prediction. 
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Fig.14:  Performance of EMD-CPSO-PELM in 15 minute 
prediction 
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Case-2: Solar power forecasting for 30 minutes 

Horizon: 

Here the solar output data of the real time plant (mentioned 
in table-1), in the year of 2010 is divided into 30 minutes 
time horizon and then the empirical decomposition mode 
technique is applied for signal decomposition in order to 
improve the performance and stability of the system. The 
output of EMD is IMFs i.e.; decomposed data passed to the 
ELM model. The outcome of EMD-ELM as compared to 
original data and ELM are as shown in figures. The 
measuring indices like mean absolute percentage error 
(MAPE), root mean square error and mean absolute error 
(RMSE) and mean absolute error (MAE)   are 7.018%, 
6.661% and 5.481 respectively by the extreme learning 
machine technique. The errors calculated by the EMD-
ELM are 6,002%, 4.872% and 4.678%, respectively. 
Further the use of the P-ELM provides the smaller errors 
like MAPE= 4.857%, RMSE=3.614% and MAE= 3.526%. 
Further these errors in case of EMD-PELM are given by 
4.0821%, 3.115% and 3.212 respectively.  But by proper 
selection of input weights of the extreme learning machine, 
one can minimize the forecasting errors. Thus weights are 
optimized by couple based particle swarm optimization 
algorithm and then computed. The respective errors are 
3.232%, 2.931% and 2.568%, as shown in the following 
figures. 

	

Fig.15: Performance of ELM in 30 min. Interval 

prediction
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Fig.16: Performance of EMD-ELM in 30 min. Interval 
prediction 

 

	

Fig.17: Performance of EMD-ELM copared with ELM 

in 30 min. Interval prediction 
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Fig.18: Performance of PELM compared to ELM in 30 

min. Interval prediction 
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Fig.19: Performance of EMD-CPSO-ELM in 30 min. 

Interval prediction. 

	

Fig.20: Performance of CPSO-PELM as compared to 

ELM in 30 min. Interval prediction. 
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Case-3: Solar power forecasting for 60 minutes 
Horizon: 

The output of PV power plant (mentioned in table-1)  is 
divided into 60 minutes time horizon and then the 
forecasting models like   Extreme learning machine(ELM), 
Empirical mode decomposition based  extreme learning 
Machine ( EMD-ELM), Pruned Extreme learning  machine 
(PELM),  EMD based PELM and EMD-CPSO PLM are 
applied and simulated. The figures 21-25 depicts the 
performance of different machine learning techniques. The 
measuring indices like mean absolute percentage error 
(MAPE), root mean square error (RMSE) and mean 
absolute error (MAE)   are 7.38% and the  7.061% and 
6.281% respectively by the extreme learning machine 
technique. The errors calculated by the EMD-ELM are 
6.312%, 5.872% and 5.678%, respectively. Further the use 
of the P-ELM provides the smaller errors like MAPE= 
5.157%, RMSE=4.514% and MAE= 3.826%. Further these 
errors in case of EMD-PELM are given by 4.882%, 
3.115% and 3.912% respectively.  But by proper selection 
of input weights of the extreme learning machine, one can 
minimize the forecasting errors. Thus weights are 
optimized by couple based particle swarm algorithm and 
then computed. The respective errors are 4.332%, 
2.932%.and 3.668%, as shown in the following figures. 

 

	

Fig.21: Performance of ELM as compared to original data in 
60 min. Interval prediction 

 

	

Fig.22: Performance of EMD-ELM as compared to Original 
in 60 min. Interval prediction 

 

	

Fig.23: Performance of P-ELM as compared to original in 60 
min. Interval prediction 

	

Fig.24: Performance of EMD-PELM as compared to original 
in 60 min. Interval prediction 

	

Fig.25: Performance of EMD-CPSO-PELM as compared to 
original in 60  minutes  Interval prediction. 

 

Table 2: Comparison of output results 

Forecasting  

models 

15 Minutes time horizon 

 MAPE(%) RMSE(%) MAE(%) CC2 

ELM 5.115 5.231 4.381 0.978 

EMD-ELM 3.851 4.165 3.672 0.963 

P-ELM 3.351 3.912 3.121 0.904 

EMD-

PELM 

3.002 3.243 2.942 0.968 

CPSO-PELM 2.862 3.031 2.468 0.984 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
N. Nayak and A. K. Pano., Vol.9, No.3, September, 2019 

	 1201	

Forecasting  

models 

30 Minutes time horizon 

 MAPE(%) RMSE(%) MAE(%) CC2 

ELM 7.018 6.661 5.481 0.909 

EMD-ELM 6.002 4.872 4.678 0.906 

P-ELM 4.857 3.618 3.526 0.918 

EMD-

PELM 

4.0821 3.115 3.212 0.903 

CPSO-PELM 3.232 2.931 2.568 0.925 

Forecasting  

models 

60 Minutes time horizon 

 MAPE(%) RMSE(%) MAE(%) CC2 

ELM 7.38 7.06 6.28 0.898 

EMD-ELM 6.312 5.872 5.678 0.873 

P-ELM 5.157 4.514 3.826 0.902 

EMD-

PELM 

4.882 3.115 3.912 0.890 

CPSO-

PELM 

4.332 2.932 3.668 0.899 

 

 
 

   7.       Conclusion 
 
The solar energy forecasting is an integral part of grid energy 
monitoring, which reduces various power system problems. 
The weights of different forecasting models are selected with 
trial and error basis which affects the accuracy in forecasting. 
To reduce the forecasting error and to increase the accuracy 
and involve proper management facility, a new method like 
Pruned Extreme learning machine (P-ELM) with Empirical 
Mode Decomposition (EMD) has been projected in this 
paper. The weights of the PELM are optimized by couple 
based particle swarm optimization (CPSO). Various 
experimental verifications were performed in this paper. 
From the result analyses it is depicted that the proposed 
method has established itself to be superior to the classical 
techniques implemented beforehand. In future long term data 
forecasting can be performed for the purpose of new power 
plant setup. 
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