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Abstract- This paper proposes a Harris Hawks Optimization (HHO) algorithm for an efficient single-axis solar tracking system. 

The primary goal of the tracking system is to improve the performance of solar energy conversion systems. To achieve this 

target, the proportional-integral-derivative (PID) controller, optimized by the HHO, is employed for controlling single-axis sun-

tracking control systems. The Weighted Goal Attainment Function (WGAF) combines various individual performance indices, 

namely Integrated-Squared Error (ISE), Integrated-Time-Weighted Absolute Error (ITAE), and Integrated-Absolute Error (IAE). 

Its impact on the system performance is employed using different weighting factors representing other system priorities. The 

performance of the proposed control scheme is verified for variable sun positions and load torque. The HHO-PID controller, 

optimized using the WGAF, is compared with the conventional PID-controller’s overall system performance. The results 

obtained from HHO-PID, using the WGAF, are compared to those obtained using ISE, IAE, and ITAE. Analysis results have 

shown that the lowest fitness function level is obtained (0.14076) using the proposed improved fitness function, compared with 

other individual fitness functions, which are 1.4386, 5.44438, and 0.4214 for ISE, IAE, and ITAE, respectively. Also, results 

have shown that the proposed improved fitness function has the best rising time (0.085 sec), settling time (0.16 sec), percent 

steady-state error (0.00061), and percent overshot (0.00227). The simulation findings also validate the proposed scheme and the 

effectiveness of the HHO-PID controller, tuned by the WGAF. The results show that the proposed tuned controller has a superior 

performance in terms of robustness and control effects on the setting time, maximum overshoot, and steady-state error. 

Keywords Solar Tracking, Optimal Control, Harris Hawks Optimization (HHO) Algorithm, Weighted Goal Attainment Function 

1. Introduction 

Among the various types of natural energy resources, 

renewable energy (RE) is a type that can easily be transformed 

into available energy forms. This type of energy includes 

solar, wind, biological processes, flowing water, and 

geothermal activity. The fact that fossil fuel resources are 

being rapidly depleted, causing climate change, and polluting 

the environment has made the use of renewable energy 

sources grow quickly. Another important factor increasing the 

implementation of RE sources is that they can be installed 

extensively and expanded using diverse technologies [1], [2], 

[3]  

Solar energy is a more accessible form of energy for 

obtaining clean electrical power. It is less harmful and has 

lower economic costs than other sources of RE. However, the 

efficiency of solar cells is only about 20%. This efficiency has 

a limited capacity to generate efficient electrical energy from 

the sun’s energy at full solar efficiency [3]. Therefore, the 

control of sun-tracking has emerged as a way of maximizing 

the efficiency of electrical energy derived from sunlight [4]. 

 The sun-tracking control system is one of the efforts that 

have been developed to improve the efficiency of solar panels. 

This control system aims to track sun panels at complete 

efficiency throughout the day. This takes place by allowing 

rays from the sun to arrive perpendicular to the solar panels. 

Two tracking control systems are available in the literature: 

one-axis and two-axis systems [5]. 

 Several studies have been conducted to develop solar-

tracking Photovoltaic (PV) systems. Recently, several studies 

have aimed at the development of sun-tracking control 

systems. New research is being developed to make sun rays 

perpendicular to the solar panels using several control 
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techniques. According to these studies, the implementation 

and applications of solar/sun energy have increased rapidly in 

the last few years, and new methods and materials are being 

developed and investigated for this source of energy [2], [5]–

[9] 

According to one estimate, up to 95% of the control loops in 

the process industry are proportional integral derivative (PID) 

control loops. Their wide application in the process control 

industry is since their model is considered to be simple and 

can be easily grasped by process operators [7], [10]-[14]. 

Three elements—the proportional gain (KP), derivative gain 

(KD), and integral gain (KI)—represent a typical structure for 

the general PID controller. Usually, tuning a PID controller is 

considered a trial-and-error method. It depends on the user’s 

expertise, and due to changing system dynamics, they are 

tuned poorly. The tuning methods of conventional PIDs, such 

as Cohen–Coon and Ziegler–Nichols, are widely used. 

However, these approaches do not offer the most efficient or 

optimum tuning parameters [15]-[16]. 

Recently, several research breakthroughs have been 

accomplished in artificial intelligence-based optimization 

methods for solving various types of problems: Particle 

Swarm Optimization (PSO), the Bacterial Foraging Algorithm 

(BFA), the Firefly Algorithm (FFA), the Cuckoo Search 

Algorithm (CSA), and Ant Colony Optimization (ACO), 

which are reported in [11], [17]-[20], respectively. 

 In [21], a two-axis solar tracker’s performance is 

modeled and controlled using AI via MATLAB software and 

Real-Time Workshop tools. To build a solar tracker, a neural 

network-based identifier is proposed, trained, and validated. 

With and without a self-tuning FL controller, PIDs are used to 

control the tracker system. This study concluded that the 

choice of a neural network via the training and validation 

process depends on several factors, such as the amount of 

representative training data and the selection of these data. 

Moreover, choosing the activation functions and the size of 

nodes per hidden layer of initial weights should be considered. 

Training stopping methods and error evaluation are essential 

factors in improving the network estimation and 

generalization. This work proved that PID controllers with and 

without self-tuning FLCs provide commendable performance 

in acting as a controller of the solar-tracker system. In 

addition, the FLC’s self-tuning controllers always generate 

better performance than the normal FL-PID. Both fuzzy 

controllers allow better performance than the conventional 

PID controller. When the control process is under stable 

conditions, the PID controller works well, but its performance 

decreases in the presence of disturbances. 

In [22], a PSO-PID control system controls a solar 

tracking system. It is built to optimize the existing PID control. 

The system is designed to be able to track the sun’s position. 

In [23], a design for a single-axis sun-tracking system is 

carried out based on a PID controller and a fuzzy logic-

controlled system. The control system is built on an Atmel 

micro-controller. MATLAB simulation is used as the software 

installed into the control units. This paper proves that fuzzy 

controllers are more efficient than PID controllers in single-

axis sun-tracking control systems. At the same time, a 

processing system of maximum efficiency is determined by 

considering the two controllers of the implemented system. 

 In [24], a fuzzy logic (FL)-based sun-tracking system is 

proposed for optimizing the operation of solar energy 

receivers. The results obtained showed good performance for 

the FL control systems. It was found that the setting time for 

FL controllers and PI controllers is approximately the same, 

but the FLC controller shows less maximum overshoot. The 

main benefit of this designed control is that it has fewer ripple 

values in the transient period. 

Several efforts are being carried out in the literature to 

improve and enhance the optimization methods developed for 

solving various problems in engineering and science [25]-

[27].  

In [28], a machine vision control technique for a sun-

tracking system is proposed. The goal is to track the sun’s 

centroid dynamically under low irradiation and with high 

flexibility. The sun-tracking system is designed to work 

independently without the manual setup for the location’s 

spatiotemporal data. The measurement indicated that the sun’s 

centroid tracking precision of the suggested tracker with Al 

(α) and Az (ɣ) is 0.66o and 0.23o, respectively, with the solar 

position algorithm while 0.65o and 0.59o, respectively. The 

results show that the implemented system can measure 

accurately with the same tracking performance compared with 

the two-established measurements. The suggested control 

system can meet the requirements for a flexible control system 

for proposed parabolic dish solar concentrators. 

In [29], a new application of an efficient Adaptive Sine 

Cosine Algorithm (ASCA) is proposed for determining the 

optimal settings for the PID controllers in a hybrid renewable 

energy system. The ASCA is suggested for enhancing the 

searching capabilities of the traditional SCA and its stagnation 

to local optima. The proposed system consists of three sources 

PV, wind turbine, and battery storage. A DC/DC boost 

converter is used to convert the DC voltage to an AC voltage 

through an inverter of a 3-phase type. The considered fitness 

function is expressed in terms of the voltage and current errors 

for enabling the HRES to participate well within the connected 

micro-grid through optimal parameters of the PID controllers. 

Obtained results verify that the HRES’s performance is 

enhanced by optimizing the gains of the HRES controllers by 

using the ASCA under various operating conditions of sun 

temperature, irradiation, and wind speed. The proposed PID 

controllers enhance the system performance where the output 

current, voltage, and power fluctuations have been alleviated. 

ASCA is superior for assigning the gains of the PID controller 

in terms of the fitness function and the convergence 

characteristics. 

Several efforts are carried out in the literature to improve 

and enhance the optimization methods that were developed for 

solving various problems in engineering and science. One of 

these methods is the Harris’s Hawks Optimization (HHO) 

method described in [30]. As HHO is characterized by its 

competitive performance compared with other optimization 

algorithms, several applications of HHO are now seen in 

power systems. In [31], a modified HHO was developed to 

find optimal settings for damping a power system’s oscillation 
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and provide an optimal controller design. In [32], an 

assessment study comparing two optimization algorithms, 

JAYA and HHO, is carried out to solve the coordination 

problems of directional overcurrent relays. In [33], the HHO 

algorithm was developed to control the DC motor speed by 

finding the optimal parameters of a PID controller. In [34], a 

multi-objective HHO algorithm was developed to optimize the 

Fractional Order PID (FOPID) controller parameters applied 

to the governing system of a hydraulic turbine. In [35], HHO 

was used to enhance the performance of a DVR controller. An 

AVR system was optimized and operated with the optimal 

PID design employed by the HHO algorithm in [36]. The 

HHO algorithm was applied in [37] to find the optimal tuning 

of a FOPID controller in a DC-DC buck converter. The HHO 

algorithm was developed for the parameter estimation of solar 

cells and Proton-exchange Membrane Fuel Cells (PEMFC) in 

[38] and [39], respectively.  

The current paper proposes an optimization scheme that 

uses the HHO algorithm to improve the performance of single-

axis sun-tracking systems. The fitness function is 

mathematically modeled and designed using a proposed 

WGAF. The performance of the proposed control scheme is 

verified in the case of variable sun position and variable load 

torque using the same controller. The HHO-PID controller 

optimized using the WGAF is compared with conventional 

PID controllers. It is also compared with an HHO-PID 

controller optimized using the Integral Square Error (ISE), 

Integral Absolute Error (IAE), and Integral time square error 

(ITAE) performance indices used in the literature. 

 The salient features of this paper can be ordered as follows:  

1. It proposes an HHO algorithm-based single-axis sun-

tracking control system. 

2. It develops a new fitness function for tuning PID 

controllers. This fitness function combines the 

system performance indices. 

3. It assesses the system performance of combined and 

individual system performance indices. 

4. Applications to two studied cases are employed to 

verify the proposed controller. 

2. Complete System Modeling 

2.1. Sun Tracker Modeling 

Solar energy conversion is a way of transforming the 

sun’s rays into utilized electrical or heat energy. PV cells are 

used to obtain electrical power. The technology used for 

manufacturing PV cells determines their efficiency. The cells’ 

output efficiency is not initially very high, but it can be 

increased by using sun-tracking systems, which are electro-

mechanical systems. These systems assure that the sun’s 

radiation remains perpendicular to the cells during the day. In 

general, the efficiency of PV cells can be maximized by 

increasing the output efficiency of the PV cell itself using 

effective control algorithms, such as MPP tracking, to increase 

the output power [25]. 

There are three categories of sun trackers: passive, time-

based, and active. The operating principle of passive trackers 

depends on an imbalance that results in pressure differences 

created at each end of the tracker [26]. In time-based trackers, 

daily and yearly solar positions are programmed into an 

algorithm. In active trackers, the sun’s position is measured by 

sensors, and a specific signal is generated.  

A schematic diagram of a single-axis sun-tracking control 

system is presented in Fig. 1. This tracking system consists of 

two permanent magnet motors, two-directional light-detecting 

circuits, and two amplifiers for driving the motor system. The 

two-drive Permanent Magnet DC (PMDC) motors are 

decoupled so that the angle of rotation of one motor does not 

affect that of the other PMDC motor, minimizing control 

problems. This implementation will reduce the system’s 

power consumption, increase efficiency, and increase the total 

amount of generated electricity [26].  

The azimuth angle is controlled by PMDC motors, while 

the tilt angle is assumed to be constant. PID controllers 

achieve the control of PMDC motors. These controllers are 

optimized using conventional techniques and one of the 

swarm intelligence-based algorithms, i.e., the HHO algorithm. 

The proposed tracking system uses sun-tracking dynamics 

sensors to determine the sun’s position, then generates a 

reference command signal for the PID control. This reference 

error is processed using the PID controller. The PID controller 

produces a command for the rotation of the PMDC motors. 

This paper emphasizes the optimum tuning for a PID 

controller for a single-axis PMDC motor, considering it an 

optimization problem.  

Fig. 1. Sun tracking control architecture 

2.2. Amplifier and Photo Detecting Modeling 

The amplifier and photo-detecting circuit create an 

electrical driving force for the PMDC motor. The developed 

driving force is proportional to the panel’s rotating 

misalignment of the light source. These circuits are considered 

a single variable, P, where P is the proportionality constant 

measured in (volts/radian). The value of P represents the 

photodetector circuit’s gain, which adjusts the circuit [24]. 

2.3. Permanent Magnet DC Motor 

The solar panel is actuated using a PMDC motor. In this 

section, a PMDC motor is modeled using MATLAB/Simulink 

GUI Environment. Differential equations for the armature 

current and the angular speed are arranged as a state-space 

representation, as Equation (1) indicates [24]. 

Light Position 

PMDC Motor Driver  Controller 
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Motor Position 
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where V is the applied voltage, K is the motor constant, J 

represents the rotor inertia, B represents the viscous damping, 

TL is the torque delivered to the load, L represents the 

inductance of the armature, R is the armature resistance, and I 

is the armature current. 

The parameters of the various terms in Eq. (1) are defined 

with the values identified in Table 1. A schematic block 

diagram of the PMDC motor is shown in Fig. 2. 

 

       Fig. 2. Simulink Model for PMDC motor 

                    Table 1. PMDC motor parameters 

Motor Parameters Values 

Resistance R 0.5Ω 

Inductance L 0.13H 

Inertia J 3.7e-5 Kg.m2 

Torque constant Kt 0.1098 Nm. /A 

Back emf constant B 0.01 Nm. 

3. Harris Hawks Optimization Algorithm (HHO) 

Haidari et al. [40] developed the HHO algorithm, which 

was inspired by the cooperative action of Harris’s Hawks’ 

chasing style. Some hawks try to surprise their prey, swooping 

cooperatively on it from different directions. Moreover, 

Harris’s Hawks can choose between different chase patterns 

depending on various patterns and scenes of prey flight. HHO 

has three main phases. These phases are studying prey, 

surprising it with a pounce, and the many types of Harris’s 

Hawks’ attacking strategies. Each phase of the three patterns 

is described in the following subsections [40], [41]. 

3.1. Exploration Phase  

In HHO, the Harris’s Hawks perch on random locations 

and wait to detect prey by depending on two strategies: 

𝑋(𝑖𝑡 + 1) =

{
𝑋𝑟𝑎𝑛𝑑(𝑖𝑡) − 𝑟1|𝑋𝑟𝑎𝑛𝑑(𝑖𝑡) − 2𝑟2𝑋(𝑖𝑡)|      𝑞 ≥ 0.5

𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝑋𝑚(𝑖𝑡) − 𝑟3(𝐿𝐵 + 𝑟4(𝑈𝐵 − 𝐿𝐵))    𝑞 ≥ 0.5     
    (2)  

where X (it) is the current-position vector of the hawks; X(it + 

1) is the position vector used in the next iteration it; Xrabbit (it) 

is the rabbit’s position; q, r1, r2, r3, and r4, are random numbers 

between [0,1], which are all updated in every iteration; LB and 

UB show the variables’ upper and lower bounds; Xrand(t) is a 

hawk that is randomly selected from the population; Xm is the 

average hawk’s position in the current population. The 

average position of the hawks is attained using Eq. (3): 

𝑋𝑚(𝑖𝑡) =
1

𝑁
∑ 𝑋𝑖(𝑖𝑡)𝑁

𝑖=1                                          (3)                                                                                                 

where Xi(it) denotes the location of every hawk in the iteration 

it, and N gives the total number of hawks. 

3.2. Conversion from exploration to exploitation 

To model this phase, the rabbit energy is modeled as: 

𝐸 = 2𝐸𝑜(𝑡 −
𝑖𝑡

𝑇
)                                                       (4)                                                                                    

where E represents the prey-escaping energy, T represents the 

maximum iteration number, and E0 is the initial state of its 

energy. 

3.3. Exploitation phase 

 

i. Soft Besiege (𝑟 ≥ 0.5 𝑎𝑛𝑑|𝐸| ≥ 0.5 ) 

This method is modeled by using the following principles: 

𝑋(𝑖𝑡 + 1) = ∆𝑥(𝑖𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝑋(𝑖𝑡)|                   (5)                                                                           

           ∆𝑥(𝑖𝑡) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝑋(𝑖𝑡)                                   (6)                                                                                                     

where X(it) is the difference between the current position and 

the position vector of the rabbit in the iteration it, r5 is a 

random number between [0,1], and J = 2(1-r5) represents the 

rabbit’s random jump strength throughout the escaping 

process. The J value varies randomly in every iteration to 

simulate the nature of rabbit motions.  

ii. Hard besiege (𝑟 ≥ 0.5 𝑎𝑛𝑑|𝐸| < 0.5 ) 

In this method, current positions are updated by using 

Equation (7): 

𝑋(𝑖𝑡 + 1) = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡 (𝑖𝑡) − 𝐸|∆𝑋(𝑖𝑡)|                    (7)                                                                                       

iii. Soft besiege with progressive-rapid dives (|𝐸| ≥
0.5 𝑎𝑛𝑑 𝑟 < 0.5 ) 

The following equation demonstrates how the hawks can 

decide next: 

𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝑋(𝑖𝑡)|                          (8)                                                                         

According to LF-based patterns, they will dive using the 

following rule: 

𝑍 = 𝑌 + 𝑆 ×  𝐿𝐹(𝐷)                                              (9)                                                                                                                

Where D indicates the problem dimension, S indicates a 

random vector of dimension 1 X D, and LF represents the levy 

flight function. This function can be calculated as follows: 

𝐿𝐹(𝑥) = 0.01 ×
𝑢×𝜎

𝜈

1
𝛽

, 𝜎 = (
Γ(1+𝛽)×sin (

𝜋𝛽

2
)

Γ(
1+β

2
×β×2

(
𝛽−1

2 )
)

)
1

𝛽                    (10)                                                                   

where u, v represent random values between [0,1] and 𝛽 

represents a default constant, which is usually 1.5. 

Therefore, the last strategy to update the hawks’ 

positions in the soft besiege is expressed as follows: 

𝑋(𝑖𝑡 + 1) = {
𝑌 𝑖𝑓 𝐹(𝑦) < 𝐹(𝑋(𝑖𝑡))
𝑍 𝑖𝑓 𝐹(𝑍) < 𝐹(𝑋(𝑖𝑡))

                   (11)                                                                               

+ 

- 
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where Y and Z are determined using Eqs. (8) and (9) 

iv. Hard besiege with progressive rapid dives (|𝐸| <
0.5 𝑎𝑛𝑑 𝑟 < 0.5 ) 

If |E| <0.5 and r <0.5, the rabbit has not have sufficient 

energy to escape, and a hard besiege stage is constructed 

before catching and killing the prey by the surprise pounce. 

This step on the prey side is the same as in the soft besiege, 

but the hawks try decreasing the distance of their average 

location with escaping prey. The following rule is performed 

in this case: 

          𝑋(𝑖𝑡 + 1) = {
𝑌 𝑖𝑓 𝐹(𝑦) < 𝐹(𝑋(𝑖𝑡)) 
𝑍 𝑖𝑓 𝐹(𝑍) < 𝐹(𝑋(𝑖𝑡))

                      (12)                                                                                  

where Y and Z are obtained using new rules in Eqs.(13) 

and (14). 

          𝑌 = 𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝐸|𝐽𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑖𝑡) − 𝑋𝑚(𝑖𝑡)|           
(13)                                                              

              𝑍 = 𝑌 + 𝑆 ×  𝐿𝐹(𝐷)                                            (14)                                                                                                   

where 𝑋𝑚(𝑖𝑡) is obtained by Eq. (3). Z or Y will be the next 

location in the new iteration. 

4. Design Of Controller Procedure  

The proposed design procedure of the PID controller is 

dependent on developing the HHO that finds the best PID 

parameters. At the same time, the objective function varies 

from individual to combined performance indices. The 

following subsections describe the proposed integrated fitness 

function and solution methodology. 

4.1. Objective Function 

This paper adopts the proposed Weighted Goal 

Attainment Method (WGAF), as given in [42]. Eqs. (15)–(17) 

show the ISE, IAE, and ITAE fitness functions used for 

controlling the solar tracking system [43], [44].  

𝐹1 = 𝐼𝑆𝐸 = ∫ [𝛥𝜃]2𝑇max

𝑜
𝑑𝑡                                                   (15)                                                                                

max

2

T

o

F IAE dt= =                                          (16)                                                                                 

max

3

T

o

F ITAE t dt= =                                             (17)                                                                              

Equation 18 demonstrates the proposed WGAF 

performance index, which will be minimized with HHO 

optimization techniques. This objective function shows an 

enhanced optimization problem domain compared with other 

stated fitness functions. The WGAF can satisfy the 

requirements of the designer by choosing a suitable α value. 

The value of α is greater than 0.7 for reducing the steady-state 

error and overshooting d. In contrast, α is set lower than 0.7 

for reducing the rising and setting time [43]. 

4 ( ) (1 )( )s r PF WGAF e t t e M  − −= = − + − +  (18)                                                                   

where   is the position deviation between the sun and 

the solar cell. α is a positive constant. The value of α is chosen 

such that (α ≥ 0) according to prioritizing the importance of 

the maximum overshot, the steady-state error, or the setting 

time and rising time. In this study, α-values from 0 to 1.5 are 

attempted, as indicated in the results section of this paper. 

4.2. Implementation of HHO-PID Controllers 

Equations (15)–(18) present various fitness functions of 

the designed PID controllers. They are solved by the proposed 

HHO to improve the dynamics of solar tracking control 

systems. The proposed solar tracking controller block diagram 

using the HHO-PID is shown in Fig. 3. According to the trials, 

the parameters of the HHO used in this optimization problem 

are indicated as 100, 20, and 1.5 for the number of search 

agents, the number of iterations, and default constant β, 

respectively.   

5. Simulation Results 

This model of a sun-tracking system is designed and 

simulated using MATLAB/SIMULINK models. The 

MATLAB/SIMULINK (The Math Works, Natick, 

Massachusetts, USA) schematic diagram of the solar tracking 

is shown in Fig. 4. Table 1 tabulates the complete data. The 

analysis was executed by running the system for 10 seconds. 

At this time, the sun-tracking control system was put under the 

reference position input of 100 rad/seconds at no load. 

 

Stopping 
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Parameter s Initialization

Set random population and 
maximum iterations 

Get initial solution and the fitness 
function F using Eqn. (15--18) 
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Fig. 3. HHO Algorithm Chart 
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5.1. System Response with PID Controllers Tuned 

Conventionally 

Fig. 5 shows the dynamic system response for a classical 

PID controller. The settings of the conventional controller 

parameters are as follows: the proportional gain (𝐾𝑃) is set to 

3, the integral gain (𝐾𝐼) is set to 1, and the derivative gain (𝐾𝑑) 

is set to 0.02. As shown, the system presents oscillatory 

position behavior.  

Table 2. Response parameters HHO-PID controller using WGAM 

α Kp Ki Kd Mp% tr (s) ts (s) ess % Fitness value 

0 1.88007 0.14940 0.09155 1.85070 0.1 0.14500 -0.1605 0.04500 

0.2 1.96920 0.27691 0.10685 1.08198 0.090 0.145 0.00010 0.09575 

0.4 1.98100 0.27900 0.12340 0.00227 0.0850 0.16 0.00061 0.14076 

0.6 1.84496 0.25879 0.11177 0.05868 0.095 0.17 -0.00010 0.16202 

0.8 1.75752 0.24643 0.10547 0.08363 0.105 0.18 -0.00012 0.19860 

1 1.96468 0.27457 0.12230 0 0.09 0.16 -0.00085 0.21512 

1.2 1.892444 0.26471 0.12035 0 0.09 0.175 -0.00062 0.24071 

1.4 1.92001 0.26778 0.13981 0 0.09 0.220 -0.00095 0.32003 

1.5 1.48164 0.20796 0.08792 0 0.13 0.22 0.00048 0.37686 

 

Fig. 4. SIMULINK model for the single axis solar tracker. 

5.2. Position Response with PID Controller Tuned By HHO  

The HHO-PID controller is implemented using the 

proposed WGAF, as indicated. The simulation results, which 

show the parameters of the optimum PID controller and the 

parameters of the related responses for different values of α (α 

= 0, 0, 2, … 1.5), are summarized in Table 1. The PID 

parameters, Kp, Ki, and Kd, are reported in Table 2 along with 

the system performance, measured by the overshot 

percentage, rise/setting times, and steady-state error. The 

controller parameters, Kp, Ki, and Kd, vary from 1.48164, 

0.14940, and 0.09155 to 1.981, 0.279, and 0.13981, 

respectively. Figure 6 shows the system’s responses for 

different levels of α: α = 0, α = 0.8, and 1.5. The lowest 

overshot percentage occurs at the highest level of α. It can be 

concluded that as the value of α increases, the value of the 

overshoot of the response decreases, but the rising and setting 

times increase, and vice versa.  

 

Fig. 5. System response using classical PID Controller 
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Fig. 6. System response using HHO-PID with WGAF 

5.3. Controller performance with different objectives 

To show the advantage of the proposed HHO-PID 

controller optimized using the WGAF, the results were 

compared to those obtained using the HHO-PID approach for 

the error criteria (IAE, ISE, and ITAE performance indices) 

indicated in Eqs. (15)–(17). The efforts of the solar tracking 

system using HHO-PID controllers optimized at α = 0.4 and 

the different fitnesses are shown in Table 3. By using the 

proposed improved fitness function, the lowest fitness 

function levels are obtained (0.14076) compared to other 

individual fitness functions, which are 1.4386, 5.44438, and 

0.4214 for ISE, IAE, and ITAE, respectively. In addition, the 

time responses are indicated in Fig. 7. It is concluded that the 

HHO-PID controller with the WGAF proves to be more 

efficient than the classical controller and the HHO-PID 

controller using IAE, ISE, and ITAE with respect to the 

desired performance indices. 

 

Fig.7. System response using HHO-PID with different 

fitness functions 

5.4. Proposed Control Scheme Verification  

Two verification cases were employed to prove the 

capability of the proposed HHO-PID controller. These two 

cases are applied for variable angular and load torque.  

Case 1: Variable Angular Position 

Case 2: Variable Load Torque  

5.4.1 Verification results for Case 1 

The system was subjected to a variable angular position 

to demonstrate the adaptive property of the HHO-PID 

controller with a WGAF fitness function. Figures 8 and 9 

show the dynamic system responses for the error in the 

variable reference command considering the classical PID and 

HHO-PID controllers optimized using the WGAF. 

 
Fig. 8. The output of the system from classical and HHO-

PID with WGAF  

 

Fig. 9. The change of the error in variable reference input for 

classical and HHO-PID 
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Table 3. Classical PID and HHO-PID controllers with different objectives 

 Individual performance fitness functions  Proposed improved fitness function 4F    

Response & PID 

Parameters 

Classical ISE 

1F  

IAE 

2F  

ITAE 

3F  

WGAF 

(α =0.8) 

WGAF 

(α =0.6) 

WGAF 

(α =0.4) 

𝐾𝑃 3 1.99514 1.99753 1.71032 1.75752 1.84496 1.98100 

𝐾𝐼 1 0.95278 0.27891 0.23984 0.24643 0.25879 0.27900 

𝐾𝐷 0.02 0.99884 0.20349 0.08230 0.10547 0.11177 0.12340 

Fitness function Val. 0.1912 1.43868 5.44438 0.42140 0.1986 0.16202 0.14076 

Rising time(sec) 0.07 0.01500 0.07500 0.11000 0.105 0.095 0.0850 

Overshot % 32.87347 27.65278 0.00016 1.94056 0.08363 0.05868 0.00227 

Settling time (sec) 0.5850 0.67500 0.3200 0.16000 0.18 0.17 0.16 

Percentage Steady state 

error% 

-0.000002 -0.000037 -0.00005 -0.00043 -0.00012 -0.00010 0.00061 
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Fig.10: The motor current from classical and HHO-PID 

controllers for a load of 0 N 

Although there are rough differences during the transient 

period of positions, both controllers follow the variable 

reference command. Figure 8 shows that the HHO-PID 

controller tuned with the WGAF gives better results with 

respect to overshoot, rise time, setting time, and other 

performance indices than all other controllers. Moreover, Fig. 

9 shows that the error response in the case of the HHO-PID 

controller tuned with the WGAF is better. It can also be 

observed from Figure 9 that the error in the sun’s angular 

position falls to zero very quickly in the case of the HHO-PID 

controller when compared with the reference command. 

However, each controller shows different transients in the 

current responses. As depicted in Fig. 10, the current has lower 

ripple magnitudes in the transients using the HHO-PID 

controller tuned with the WGAF than it does with the classical 

PID controller. 

5.4.2 Verification results for Case 2   

For the second case, Case 2, a variable load of changing 

values, shown in Fig. 11, is employed on the motor shaft. Fig. 

12 shows the dynamic responses of the classical PID 

controller and HHO-PID controllers tuned by the proposed 

WGAF for variable reference commands. Table 4 shows the 

verification results of the proposed sun-tracking controller 

using the classical PID controller, the HHO-PID controller 

tuned by the proposed objective at α = 0.4, and the PID 

controllers tuned by different fitness values. Fig. 13 shows the 

change in the errors in the variable reference input for both a 

variable load is applied to the motor shaft, it is evident that the 

HHO-PID controller gives better results than the classical PID 

controller. Moreover, when the load implemented on the shaft 

of the motor increases, the system error also increases. Fig. 14 

indicates the current response, which has a lower magnitude 

of transient ripples using the HHO-PID controller than the 

classical PID controller. 

 

Fig. 11. Variable load applied to the motor shaft 

 

 

 

 

 

 

 

 
Fig. 12. The output of the system from classical and HHO-

PID with WGAF at variable load 

 
Fig. 13. The change of the error in variable load torque for 

both controllers 
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Table 4. Verification of classical PID and HHO-PID controllers with different objectives 

 Individual performance fitness functions  Proposed improved fitness 

function 4F    

Response & PID Parameters Classical ISE 

1F  

IAE 

2F  

ITAE 

3F  

WGAF 

(α =0.4) 

𝐾𝑃 3 1.99514 1.99753 1.71032 1.84496 

𝐾𝐼 1 0.95278 0.27891 0.23984 0.25879 

𝐾𝐷 0.02 0.99884 0.20349 0.08230 0.11177 

Fitness function Val. -0.03868 10.62479 8.36927 10.13871 8.65150 

Rising time(sec) 0.07 0.0150 0.06500 0.10500 0.0800 

Overshot % 31.44133 28.14398 0.65051 2.99374 0.49930 

Settling time (sec) 2.130 0.58000 2.0750 2.1850 1.140 

Percentage steady state error % -0.03868 0.018 -0.02009 -0.02261 -0.0200643 
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Fig. 14. The motor current from both controllers for variable 

load 

6. Conclusion 

This paper has developed an HHO-PID control scheme 

for designing solar tracking systems in the 

MATLAB/SIMULINK environment. the proposed HHO-PID 

controller is compared with the PID-tuned controller using 

different individual objectives with defined performance 

indices. The simulation results achieved better performance 

for the proposed HHO-PID controller integrating the WGAF. 

The verification cases show that the proposed scheme using 

the HHO-PID controller, under variable positions and shaft 

loads, has lower magnitudes of transient ripples. Practically, 

the obtained results prove that the proposed controller 

enhances the time-response speed. The framework presented 

for single sub-tracking control systems was executed in the 

hardware in this study. It is a very efficient and cost-effective 

solution for single-axis sun trackers. In the long run, it will be 

helpful to provide an efficient control system that will be able 

to minimize the energy crisis in many countries. In addition, 

the proposed design can utilize solar-powered autonomous sea 

vehicles, solar-powered space stations, and automatically 

aligned large telescopes. All of these practical systems need 

an accurate alignment with solar irradiation to optimize energy 

gain from the sun. In the future, the proposed control scheme 

can be modified and extended to be more intelligent to meet 

the challenge of the rapidly growing social demand for solar 

energy. 
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