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Abstract- Modern residential buildings are only sometimes equipped with independent energy sources such as wind 

generators, PV panels or similar sources from which green energy is generated. Experts predict that prosumers who 

concurrently produce and consume electricity will soon emerge en masse. Due to fluctuating and intermittent renewable energy 

sources, this dual process can increase the burden on the electricity grid. In this article, a process simulation of the energy 

supply of a residential building is developed, with PV panels as the independent source of electricity. The studied parameters 

of the prosumer nanogrid are a non-shiftable electrical load graph and a separate load graph of warm water consumption with a 

battery that ensures energy needs from the non-shifting load graph. For the annual simulation, we use measurement data with 

an average interval of 5 minutes. The article models and simulates energy flow graphs that will depend on consumption and 

production schedules and the size and design of storage devices, such as a buffer battery between the nano- and utility grid. If 

we double PV production compared total consumption and buffer battery 10 kWh as the same, we get the whole cover factor 

for the resultant increase  Δ = 0.139. It means that the increment is 23 % in relative units. The novelty of the work is using a 

buffer battery between nano- and utility grids to increase the own consumption of PV electricity.  One of the article’s outputs 

compares the same nanogrid configuration with the wind generator instead of the PV panels as a local energy source. The 

results show that PV panels require significantly lower battery and water heater volumes than a wind generator to achieve the 

same demand cover factor. Compared to the power generation of PV panels with the wind generator, the inverter's power can 

be reduced to half the capacity without significantly reducing the demand cover factor. 

Keywords Load shifting; energy storage; solar energy; self-consumption; cover factor; nanogrid; battery storage; distributed 

generation.

Nomenclature 

LMI – Load Matching Index 

LGMI – Load Generation Matching Index 

PV – PV panels 

NG – nanogrid 

UG – utility grid 

BB – buffer battery 

SB – nanogrid storage battery 

BO – hot water consumption in kWh 

YD – the demand cover factor 

W1 – the sum of the annual production of PV, which is at 

first hand consumed by NS needs 

W2 – the sum of the annual production of PV, which is 

used for BO from WH 
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W3 – the sum of the annual production of PV used for the 

NS consumption pattern from the battery annually 

W4 – the energy that moves back from BB to NG. If there 

is not enough energy for consumption needs in SB and 

WH, it will be taken from BB 

Wtotal – the energy consumed in patterns NS and BO or 

otherwise, all energy consumed for the needs of a private 

house 

Q – variable, depending on current situations 

QPV –  the 5-min energy production from PV 

QNS –  the 5-min energy consumption of graph NS 

QWH – the 5-min energy feed-in WH 

QBO – the 5-min energy consumption of BO graph   

CWHmax – as set the maximum capacity of WH in the 

particular calculation step 

CWH – the current energy content in WH, but not more than 

CWHmax 

CSBmax – as set the maximum capacity of SB in the 

particular calculation step 

CSB – the current energy content in SB, but not more than 

CSBmax 

CBBmax – as set the maximum capacity of BB in the 

particular calculation step 

CBB – the existing energy content of BB, but not more than 

CBBmax 

RS – the amplification coefficient, the ratio of annual PV or 

wind production to the yearly consumption 

Pnom – rated power of PV or wind generator 

 

1. Introduction 

The European Union's energy policy envisages the 

attainment of 32% renewable electricity from the total 

electricity generation portfolio by 2030 [1]. Achieving this 

commendable target requires increasing the share of wind 

and solar energy (available almost anywhere) in the 

renewable energy portfolio [2]. 

Simultaneously, wind and solar energy conversion do 

not have an exhaust thermal energy component for energy 

conversion [3]. Increasing self-consumption in microgrids 

is essential for reducing grid losses and securing 'rotating 

reserves' in the transmission network [4, 5]. Some 

microgrids can also employ super-capacitors [6] with 

batteries to allow for higher power energy exchanges with 

batteries than possible with battery-based storage. At the 

same time, a typical microgrid will probably have power 

exchanges with storage devices in the order of magnitude 

that the batteries can handle. Therefore, there would be no 

requirement for super-capacitors. Ravada et al. [6]  and 

Kotra et al. [7] are looking at the storage device's capacity 

as a single unit, considering only the extent of its storage 

element. 

A multi-period optimal power flow problem occurs 

and involves scheduling the charging/discharging of the 

electrical energy storage system over an extended planning 

horizon, e.g., for day-ahead operational planning is used to 

optimise a distribution system with energy storage systems 

[8]. Kusakana [9] optimises the cooperation of prosumers 

of PV power connected to the grid to reduce the cost of 

electricity and reduce the payback time of the prosumers. 

Self-consumption increases are considered at the level of 

poly-generation systems [10]; one element is also PV 

panel production. An optimal configuration of various 

production equipment will increase the cover factor. 

Excess solar energy in summer could be used for cooling 

[11]. Still, in the Baltic region, which is located in 

temperate zones, where the need for summer cooling is 

low and is becoming smaller due to global warming, the 

need for it is modest. The load-shifting approach is 

introduced to enable stochastic energy sources such as 

solar and wind output to be used to cover consumption 

schedules as much as possible [12-15]. Baetens  [16] 

defined self-consumption and called it the “cover factor”. 

However, some scientists offer different explanations of 

cover factors, such as the  Load Matching Index (LMI) or 

Load Generation Matching Index (LGMI) [17, 18]. 

Previous works [19, 20] have used storage equipment such 

as a water tank and battery to increase the cover factor in 

the nanogrid, and the energy is powered by wind and sun. 

Other studies referenced earlier took advantage of the 

balancing effect between the annual production schedules 

for wind and solar energy. The energy ratio was 70/30 %, 

with wind energy having a higher proportion of wind. One 

of the distinctive simulation studies [21] is carried out to 

increase local consumption by using a wind generator as a 

renewable energy source based on weather forecasts. 

However, the study did not use a functioning weather 

forecast but instead carried out the simulation based on a 

wind generator production data set. The supply cover 

factor increased by 8.8 %. If this method is employed for 

local PV generation, the outcome may be better since a 

more certain periodicity is observed when solar energy is 

received. 

Connecting microgrids to an electric network through 

a battery has been covered quite a lot in scientific 

literature. Still, there are no articles in recent publications 

about increasing own consumption this way. For example, 

according to the source [22], the battery connected 

between the microgrid and the power grid reduces the 

character of intermittence of PV’s power, which infects the 

electrical grid's stability. Sometimes used battery between 

the microgrid and utility grid to decrease the daily 

operational and trading cost of the charging station [23] or 

improve energy quality [24] 

Since the production of PV panels (PV) is DC, 

microgrids are also developed, which are either partially or 

wholly based on the DC bus [25-27]. 

The present study aims to simulate and configure 

buffer battery (BB) configuration between nanogrid (NG) 

with PV generation and utility grid (UG) to augment self-

consumption. The principal outcome of the work lies in 

finding the system’s parameters and compare with the 

analogous nanogrid powered by the wind generator. In 

[28], peak load shaving is modelled mathematically 

through load-shifting energy on the demand side and 

settled using the optimisation model.  Energy storage of 

the big-scale PV panels applications is handled on  [29]. 

The work’s novelty is using a buffer battery between 

NG and UG to increase NG’s own consumption. However, 
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the impact of the ratio between production and 

consumption on self-consumption has also been examined. 

In addition, two similar wind and PV-powered systems 

have been compared.   

2. Simulation Analysis 

The model used (Figure 1) in the simulation study is 

based on a classic private residence electrical installation 

with an additional BB between the local NG and UG. The 

word microgrid, in this case, more specifically nanogrid, 

means an electrical installation powered by a local source 

of electricity with an energy storage and electricity 

network connection [30]. 

 

Figure 1. Energy currents between nanogrid (NG) and 

utility grid (UG): NG with (BB) 

Figure 1 depicts the case study solution structure. 

Arrow A shows the direction of (costly) energy taken from 

the UG to cover energy shortages. The NG has an external 

BB electricity storage unit. Arrow B denotes power 

released to the NG – previously stored on BB (Arrow C) 

for free for the homeowner, produced by a PV, and surplus 

from residence consumption. Arrow D presents the 

possibility that the PV size is selected correctly, and part 

of the energy goes to UG.  

In the simulation study, we first assessed the 

principles of managing energy currents in a private house 

(powered by PV) and exported them to the utility grid. The 

load controller (see Figure 1), “Controller”, regulates the 

routing of energy powered by the PV. The bidirectional 

energy flows between the load controller and BB or UG 

are the energy flows between the load controller and 

nanogrid storage battery (SB). Single-acting energy flows 

are from PV to load controller, load controller to NS and 

WH. The SB battery (Figure 1, Arrows F and G) is 

designed to supply the NS consumer with energy shortage. 

In contrast, the battery is supplied primarily with 

remnant NS consumption in a surplus of energy. BB 

battery is located between NG and UG (Figure 1, A, 

Arrows B and C) and will take the energy leftover from 

NG to get it back there on the first chance; if BB does not 

have enough power to supply NS, it will be taken directly 

from the network. If BB is complete and the energy flow 

from the NS direction continues, redirect it to UG.  

The 2.5 kW PV station data was measured on the roof 

of the Institute of Technology of Estonian University of 

Life Sciences, in the Tartu city area (N 58.388458, E 

26.694000) 01.12.2015-30.11.2016.  The dataset collected 

covers the period from the 1st of December 2015 to the 

30th of November 2016. PV production and consumption 

data were measured in the logger with a fixed 10 s, 

actually fluent between 2 and 24 s. Then, using cube 

interpolation, the data was converted to a form where the 

time series was formed from power data in the range of 10 

s. Then we find a 5-minute average based on the values of 

the 10-second measurement periods within this time span.  

In this way, a time series of arithmetic mean powers of 5-

min was formed. After these conversions, the power of the 

5-min ranges was divided by 12, and the energy content of 

the 5-min ranges we use in the calculations was obtained.  

 
 

Figure 2. Sample data for the week of 1st–8th March 

2016. 

 

Subsequently, we scaled the annual energy output of PV to 

equal consumption while the nominal capacity of PV also 

changed. The rated power of PV increases to 3.67 kW. The 

following literature sources have studied the receipt and 

use of time series at 5-min average intervals [31-34]. 

The capacity of the batteries used in this study is not 

their nominal capacity. The capacity used in work can be 

defined as the capacity between the maximum battery 

capacity and the minimum permissible charge. The 

efficiency, power losses and ageing-related reduced 

capacity are not considered. WH, by analogy with the 

battery, only WH’s active heat capacity is used. This is the 

thermal capacity of the water in the WH, which lies 

between the minimum and maximum permissible water 

temperatures. 

Figure 2 depicts the production of one-week PV in 

2016, and NS and hot water consumption (BO) 

consumption charts on the x-axis shows 2016 pieces of the 

5 min average time interval (one week). The y-axis shows 

the average capacities of these ranges' production and 

consumption graphs. Figure 2 shows that the energy flow 

from PV is less frequent but more powerful, while those 

consumed are more frequent and weaker. 
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The annual output of the PV is scaled to match 

precisely the yearly load. In this respect, it should be noted 

that the level of solar radiation varies from season to 

season in Estonia. In the winter months, the production of 

PV parks is in Estonia. In the winter months, the output of 

PV parks is almost non-existent; in summer, on the 

contrary, solar energy is overabundant. A classical private 

residence load graph is considered NS and BO parts. The 

saved annual electricity consumption was 3473 kWh, with 

47% (1632 kWh) being allocated to NS, and 53% (11841 

kWh) to BO, based on actual, registered data [35]. The 

nanogrid configuration principle is described in [36], but 

PV is currently used as the renewable energy source 

interval.  

The given model is drawn up based on the principles 

set out in the sources [16, 37] and belongs to multi-period 

multiple time scales over the year type [38]. Thus, the 

simulation results reflect the results for one particular 

year. 

If consumers (NS and BO) do not need energy during 

the current period and it does not fit in the storage 

equipment, it will move on to BB and, if there is no space 

there, to UG. Further, the cover factor is evaluated for 

different scenarios. In literature, formulas of the cover 

factor are presented in different ways. We use the 

following equation (1) [39]: 

YD = (W1 + W2 + W3 +W4)/Wtotal   (1) 

where: 

   YD is the demand cover factor; 

   W1 is the sum of the annual production of PV, which is 

at first hand consumed by NS needs; 

   W2 is the sum of the annual production of PV, which is 

used for BO from WH; 

   W3 is the sum of the annual PV production used from the 

battery's NS consumption pattern annually. This is the case 

where PV cannot directly power the NS, and then the 

missing energy is taken from the batteries if there is one; 

   W4 is the energy that moves back from BB to NG. If 

there is insufficient energy for consumption needs in SB 

and WH, it will be taken from BB. The use of this method 

for nanogrid powered by PV panels is novel. This energy 

flow is depicted with Arrow B in Figure 1 and is crucial to 

finding a new cover factor, YD. If there is not enough 

power in the BB, the missing part of the energy is taken 

directly from the UG, as shown by Arrow A in Figure 1; 

   Wtotal is the energy consumed in patterns NS and BO or 

otherwise, all energy consumed for the needs of a private 

house. 

When the energy from the PV in the 5-min run has 

been compared to the NS requirements, the controller will 

decide on the NS’s energy needs a source.  

If the PV does not receive enough energy for NS, the 

missing energy is taken from SB. 

If inequality QPV > QNS is true, then the surplus energy 

to meet NS needs will move to SB if SB is full to WH. 

Suppose WH is full; then energy moves to BB. In case 

of lack of additional space for energy in BB, then to UG.  

If inequality QPV > QNS  is not valid, it will be taken 

short of energy from SB; if it is not enough, it will be 

taken from BB or, in case of a lack of energy in BB, from 

UG. 

Figure 3 has been simplified for better insight. After 

filling the WH from the PV through the NS, the scheduled 

energy BO consumption is taken from the WH. If there is 

more space in the WH, additional PV energy will be added 

through the NS. This part of the program is not shown in 

Figure 3. 

The block “Export excess energy to BB“ is denoted in 

Figure 1 as Arrow C. 

The peaks of the PV generation schedules correspond 

to the relatively small amount of energy, which could 

allow for a noticeably reduced power rating of the inverter 

without a significant impact on the cover factor. This can 

potentially enable specific cost savings. 

The decision-making blocks formally concern a single 

sequence process, which starts with the assessment that the 

energy produced by the PV at the i-th of the 5-minute 

interval can be fully supplied to the NS consumer. The 

following order of transmission and allocation of energy is 

as follows: WH, BB and UG. If not PV produces enough 

energy for NS consumption, it is taken from SB or 

followed by BB or UG. If the energy generated by PV  is 

leftover from NS consumption, then priority will be given 

to adding the surplus to SB first. Such a sequential process 

[39] is technically possible, where the Smart Meter 

distributes energy flows as follows: first, to UG, the 

remaining energy to the NS (here is also included in NS 

with BO), and finally, using a particular additional 

module, all the remaining energy, as far as it is received, 

goes to BO. 

Figure 3 illustrates the flowchart of the developed 

nanogrid algorithm based on the operating principle of the 

system configuration shown in Figure 1. 
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Figure 3. Flowchart of the developed nanogrid algorithm. 

 
In Figure 3 (all symbols are featured in energy units, 

kWh): 

Q is variable, depending on current situations; 

QPV is the 5-min energy production from PV (in 

Figure 1, Arrow E; 

QNS is the 5-min energy consumption of graph NS (in 

Figure 1, Arrow H); 

QWH is the 5-min energy feed-in WH (in Figure 1, 

Arrow I); 

QBO is the 5-min energy consumption of the BO graph 

(in Figure 1 Arrow J);  

CWH is the current energy content in WH, but not more 

than CWHmax as set maximum capacity in particular 

calculation step; 

CSB is the current energy content in SB, but not more 

than CSBmax as set maximum capacity in particular 

calculation step; 

CBB is the current energy content of BB, but not more 

than CBBmax, which sets maximum capacity in specific 

calculation steps. As a reminder, SB means nanogrid 

battery, and BB is buffer battery. 

When the energy from the PV in the 5-min run has 

been compared to the NS requirements, the controller will 

decide on the NS’s energy needs a source.  

If the PV does not receive enough energy for NS, the 

missing energy is taken from SB. 

If inequality QPV > QNS is true, then the surplus energy 

to meet NS needs will move to SB if SB is full to WH. 
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Suppose WH is full; then energy moves to BB. In case 

of lack of additional space for energy in BB, then to UG.  

If inequality QPV > QNS  is not valid, it will be taken 

short of energy from SB; if it is not enough, it will be 

taken energy from BB or, in case of a lack of energy in 

BB, Figure 3 has been simplified for better insight. After 

filling the WH from the PV through the NS, the scheduled 

energy BO consumption is taken from the WH. If there is 

more space in the WH, additional PV energy will be added 

through the NS. This part of the program is not shown in 

Figure 3. 

The block “Export excess energy to BB“ is denoted in 

Figure 1 as Arrow C. 

The peaks of the PV generation schedules correspond 

to the relatively small amount of energy, which could 

allow for a noticeably reduced power rating of the inverter 

without a significant impact on the cover factor. This 

could enable certain cost savings. 

The decision-making blocks formally concern a single 

sequence process, which starts with the assessment that the 

energy produced by the PV at the ith of the 5-minute 

interval can be fully supplied to the NS consumer. The 

following order of transmission and allocation of energy is 

as follows: WH, BB and UG. If not PV produces enough 

energy for NS consumption, it is taken from SB or 

followed by BB or UG. If the energy generated by PV  is 

leftover from NS consumption, then priority will be given 

to adding the surplus to SB first. Such a sequential process 

[39] is technically possible, where the Smart Meter 

distributes energy flows as follows: first, to UG, the 

remaining energy to the NS (here is also included in NS 

with BO), and finally, using a particular additional 

module, all the remaining energy, as far as it is received, 

goes to BO. 

2. Results and Discussion 

A simulation has been carried out to achieve the 

objectives of this work. The energy system of a private 

house (Figure 1) is included in the simulation model with 

load and unloading characteristics. Model input variables 

are yearlong time series PV production, consumption NS 

and BO patterns. 

To assess the coincidence of the production schedule 

and load graph, the cover factor in Equation 1 is applied. 

The simulation carried out is based on the flow chart in 

Figure 3. 

Based on earlier research [33, 36], the values of such 

nanogrid equipment parameters for numerical simulation 

experiments have been fixed, SB = 3 kWh and WH = 5 

kWh. The amplification coefficient RS has been used to 

find dependence on PV panel energy production to 

nanogrid through BB to UG, Arrow D and conversely 

Arrow A in Figure 1. The RS rate is the ratio of PV energy 

supplied to NG to the energy consumed in nanogrid during 

the same period. Figure 4 shows the energy flows in RS 

ranges from 0.8 to 3. At the intersection of two lines, RS = 

1, absorbed and injected energies are equal.  The energy 

taken from the UG shows a slightly linear falling line. In 

Figure 4, equilibrium in RS = 1, the amounts of energy 

taken from and given from UG equal 1374 kWh. Even a 

small over-dimensioning of PV compared to annual 

consumption will significantly increase the direction of 

energy exchange to UG [40-43]. RS in further increase 

indicates a linearly growing amount of electricity given to 

straight UG. 

In Figure 5, we have set BB’s maximum value up to 50 

kWh. From Figure 5, we can see that the operations have 

already stabilised at BB = 30 kWh. Next, consider the 

processes up to BB = 30 kWh. 

 

Figure 4. Dependence of energy flows on different Rs 

rates without BB on an annual basis. 

 

Figure 5. Energy from the utility grid (UG) to 

nanogrid (NG). 

 

The following analysis examines the energy flow 

dependencies according to BB size. By setting BB to a 

twist of 10 kWh, Figure 5 has a UG-to-NG energy flow 

equal to 1175 kWh, while the resulting energy flow BB-to-

NG is shown in Figure 6 is 198,9 kWh. The sum of these 

two values is 1374 kWh, equal to the situation without BB 

in Figure 4. The analogous approach is also applicable to 

other BB and Rs sizes. 

Figure 7 shows that the most significant YD increments 

are only released BB = 10 kWh, above which there is 

already stabilisation. Increasing PV annual output to 

double will give us a YD growth of 0.081.  This growth 

represents 12.2 % of the original YD value at RS = 1. 
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Figure 6. Energy exchange from buffer battery (BB) to 

nanogrid (NG) and amplification coefficient (RS) size. 

Figure 6 shows the energy flows from BB to NG (Figure 1 

(B)).  The amounts of energy shown on the y-axis are the 

fourth member W4 on the fraction line of Formula 1. 

 

Figure 7. Dependencies to demand cover factor from 

buffer battery volume (BB) and amplification coefficient 

(RS) size. 

Table 1. Comparison of PV and wind-powered nanogrid 

solutions. 

Parameter Wind 

[31] 

PV  

Pnom (kW) 5 3.67 

WH (kWh) 6 5 

SB (kWh) 6 3 

RS = 1, without BB 

(kWh) 

1401 1374 

From UG to NG  

with BB = 10 kWh 

1180 1175 

From BB to NG 

with BB = 10 kWh 

221 198.9 

YD  BB = 0 RS = 1 0.597 0.604 

YD  BB = 10 RS = 1 0.660 0.662 

YD  BB = 0 RS = 2 0.724 0.689 

YD  BB = 10 RS = 2 0.796 0.744 

   

 

Table 1 shows that the NG with BB works similarly 

for wind and PV panel power. However, the need for 

storage devices when using PV energy is much lower. The 

need for the battery is even halved. If the price of WH 

does not depend so much on its capacity, then it is already 

noticeable in the case of batteries. If the annual production 

of a wind generator is doubled, its effect on YD will be 

more significant than using PV. 

Figure 8 shows the inverter capacity’s influence on 

the demand cover factor rates.  

 

 

Figure 8. Dependence of demand cover factor from the 

inverter-rated power. 

Based on Table 1 data, the Pnom of WG = 5 kW and 

PV = 3.67 kW. In both cases, we set the initial power of 

the inverter to 3 kW. Figure 8 shows WG values at the 

lower level and PV values at a higher level, as expected. It 

also indicates that the sharper decline in demand cover 

factor begins at the limited power of the inverter at 1.5 

kW. 

3. Conclusion 

This article analysed the NG of a private house with 

PV generation connected to UG through BB.  

The main results of this work are as follows: 

• The PV panel-powered solution (WH = 5 kWh, 

battery = 3 kWh) compared to the wind power (both are 6 

kWh) requires smaller storage devices to achieve the same 

cover factor. 

• Append in PV-powered NG system 10 kWh BB 

capacity between NG and UG, by RS = 1, when rising YD = 

0.604…0,662. This means the increment is Δ YD = 0.058 

or 9.6 % in relative units.  

• By rising in PV powered system RS = 1 to RS = 2, 

by BB = 10 kWh when rising YD = 0.662…0.743. This 

means the increment is Δ YD = 0.081 or 12.2 % in relative 

units. 

• If we use both methods simultaneously, increase 

the RS mentioned in the previous paragraphs, and together 

BB= 10 kWh, we get the whole YD for the resultant 

increase YD = 0.604 to 0.743. This means the increment is 

Δ YD = 0.139 or 23 % in relative units. Economically, it 

makes more sense to increase YD than to increase BB, but 

BB amplifies the YD effect. 

• Reducing the inverter’s rated power by up to 50%  

does not significantly reduce the demand cover factor. 
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